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Douglas Guilbeault

DIGITAL MARKETING IN THE 
DISINFORMATION AGE

Abstract: Major social-media companies profess liberal values like global 
community and democratic participation as primary incentives motivating 
the design of their platforms and their proposed solutions to online disin-
formation. However, the industry of digital marketing that underlies these 
companies’ business models is in tension with these values. Digital marketing 
ascribes more value to users from demographics with higher socioeconomic 
status, and online disinformation campaigns that harness the infrastructure 
of digital advertising built into social media undermine democratic partici-
pation. Regulators and the public have called on social-media companies to 
address the global rise of online disinformation, emphasizing the detection 
and removal of foreign actors, particularly Russian hackers. This essay argues 
that the contentious narrative of foreign actors in online disinformation dis-
tracts from the foundational role of digital marketing in driving the spread of 
disinformation online with implications for the design of effective regulation.

The 21st century became known as The Information Age due to the hope that 
global communication technologies would spur the spread of liberal democ-

racy and usher in an era of unprecedented cooperation among nations.1 This vision 
underlies Facebook founder and CEO Mark Zuckerberg’s manifesto, “Building 
Global Community,” in which he tasks his creation with the goals of alleviating 
poverty, ending terrorism, fighting climate change, preventing pandemics, and 
spreading democracy around the world. Evan Williams, co-founder of Twitter, 
has expressed similar aspirations.2 However, the rise of computational propaganda 
has marred social media by clouding public discourse, fragmenting audiences, 
and inciting cyberwar. Perhaps the 21st century should be more aptly named The 
Disinformation Age.

In response to Russian interference in the 2016 U.S. election, social-media 
platforms touted liberal ideals in their effort to prevent foreign influence. As 
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Zuckerberg expressed in his prepared statement to congress:

Facebook’s mission is about giving people a voice and bringing people closer 
together. Those are deeply democratic values and we’re proud of them … 
Advertisers and developers will never take top priority over that as long as I’m 
running Facebook.3

In his testimony on Russian interference, Zuckerberg repeatedly distanced 
himself from advertisers. According to Zuckerberg, “bad actors” were able to hack 
Facebook’s system by taking advantage of their advertising tools to disseminate 
malicious propaganda.4 While Zuckerberg’s testimony highlighted digital mar-
keting as a contributor to online disinformation, it also created the false impression 
that digital marketing drives disinformation only if vulnerable to manipulation. 
But as this essay argues, digital marketing actually drives online disinformation. 
With digital ad revenues as their primary source of profit, social-media companies 
have designed their platforms to influence users on behalf of marketers and politi-
cians, both foreign and domestic. These practices are fundamentally at odds with 
the liberal values the companies profess.

Social-media companies face a paradox of incentives. Underlying the goal of 
fostering global community are the ideals of liberalism, where all people are treated 
equal and are empowered to participate in a marketplace of ideas. Yet in the logic 
of digital marketing, certain demographics are more valuable than others. Digital 
marketing appeals to users who have the money and time to spend on products 
online. This dynamic can be observed in Facebook’s advertising revenue report.

Figure 1: Facebook’s quarterly advertising revenue broken down by geographical region. This image 
is copied from the public slides that Facebook used to present its quarterly reports. More information 
on these numbers can be found in Facebook’s Securities and Exchange Commission, Form 10-Q, 
Washington D.C. 20259 (2017). 
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Figure 1 displays Facebook’s quarterly advertising revenue from 2014 to 2016 
categorized by geography. The vast majority of this revenue comes from users 
in the United States and Canada, which together generate over twice as much 
revenue as Europe, the second-largest source of Facebook’s revenue. This is despite 
the fact that India now has the largest number of Facebook users. The remaining 
countries in the top-five—Brazil, Indonesia, and Mexico—constitute a much larger 
user base. Yet only the US and Canada are explicitly named as primary national 
markets, while countries with millions of users are homogeneously categorized as 
the “rest of the world.”5,6

Digital marketing directly shapes the design of social-media interfaces. Careful 
scholarship shows how various interface features, such as Facebook’s timeline or 
Twitter’s trending algorithm, nudge users to share more of their personal data.7,8,9 
Indeed, Sean Parker, ex-president of Facebook, admitted that Facebook designed 
its interface with the intention of making the platform addictive to maximize 
the extraction of lucrative data from users.10 According to Parker, the makers 
of Facebook predicted that public displays of social capital, such as numbers of 
friends and likes, would hijack neural reward systems to increase habitual depen-
dence. A leaked Facebook memo, corroborating Parker’s testimony, outlined state-
ments from Andrew Bosworth, a Facebook executive, who defended the company’s 
use of digital advertising as an “ugly growth tactic” even if it meant that people 
could use their platform to inflict great harm.11

Digital marketing translates directly into incentives for eliciting personal 
data because; (1) platforms can sell this data to third parties and; (2) they can 
use data to refine their micro-targeting algorithms, which are among their most 
valuable products.12 Social-media companies use personal data to construct pre-
dictive models of user behavior, and advertisers bid over these models in massive 
markets.13,14 With these models, Facebook can monitor users’ posts and photos in 
real time.15 Such massive datasets are invaluable to advertising agencies, which 
regularly exploit anxiety and self-esteem to market products.16 Because the incen-
tives of marketers can lead to exploitation, the US passed the Children’s Television 
Act (Pub. L. 101-437) and the Children’s Online Privacy Protection Act (Pub. L. 
105-277) to regulate media content for children. However, social-media companies 
are not subject to these regulations, because under the Communications Decency 
Act (CDA 230), social media companies define themselves as neutral distributors 
of user-generated content, without playing an active role in editing or endorsing 
this content.17,18

Hacking Platform Design for Disinformation
Narrowly focusing on foreign interference as the source of disinformation is 

This content downloaded from 
�������������13.232.149.10 on Sat, 20 Feb 2021 09:52:03 UTC������������� 

All use subject to https://about.jstor.org/terms



Douglas Guilbeault

36

a mistake. There is a problematic emphasis on the ingenuity of Russian hackers, 
as if their election interference was solely due to technical capabilities. In reality, 
their tactics used the influence infrastructure already available on social media.19 
As a recent study on the digital-advertising industry reported: “Russia’s Election 
Interference is Digital Marketing 101.”20,21 The study shows how Russian interfer-
ence in the 2016 election made extensive use of Facebook’s tools for microtargeting 
and advertisement distribution. Facebook’s micro-targeting services enhanced 
these campaigns by allowing marketers to target based on ethnicity, sexual orienta-
tion, political affiliation, and controversial categories such as “Jew hater.”22 If there 
is any ingenuity to ascribe to those who interfered on behalf of Russia, it would be 
in their realization that their target had already designed weapons of mass influ-
ence that could be used against them.

Domestic actors can also exploit the influence mechanisms built into social 
media technologies. One case in point is Cambridge Analytica. In his congressional 
testimony, Zuckerberg explained how in 2013, Aleksandr Kogan at Cambridge 
University created a personality quiz application that gained access to the private 
data of tens of millions of users, due to Facebook’s data policies at the time.23 
Even though Facebook revised its policies in 2014, this did not prevent Kogan 
from sharing the data with Cambridge Analytica, which then deployed an arsenal 
of disinformation tactics to support the presidential campaign of then-candidate 
Donald Trump.24

Effects of Digital Advertising on the Bot Economy 
The mainstream discussion of Russian interference has concentrated on one 

technology in particular: the bot. The popular narrative portrays bots as sophis-
ticated technologies of mass manipulation deployed by Russian hackers and other 
bad actors. This is flawed for two reasons. First, bots are not a technology devised 
uniquely for foreign interference; in fact, the earliest evidence of bot influence was 
traced to a race in Massachusetts in 2010.25,26 Second, bots are not sophisticated. 
They often involve simple scripts that amateur programmers can implement.27 
The ability of bots to influence humans depends on how they exploit the interface 
features and communicative tools.28 For those who cannot code, bots can be pur-
chased for nearly every platform in active online marketplaces. Facebook claims it 
has nearly eliminated bots from its platform using two-factor authentication, but 
many fake accounts have been operated by individuals for years, and so are fully 
authenticated and indistinguishable from real users.

The same group of people who supply social-media platforms with their adver-
tising revenue is contributing to the growth of a technology used to wage disinfor-
mation campaigns. Both Twitter and Facebook have dragged their feet on devel-
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oping regulations against bots, most likely due to conflicting incentives.29 Both 
Twitter and Facebook stand to benefit financially from bots and bot-driven traffic, 
which stir user activity and circulate attention-grabbing content. Additionally, 
Facebook has invested millions of dollars into bot-based applications that can be 
used for customer service and disseminating digital advertisements.30,31 Meanwhile, 
Facebook and other major technology companies like IBM are investing in the 
design of AI-powered bots, capable of both socializing with users and generating 
predictive models of their behavior.32

The Role of Regulation
At present, social media companies are responsible for addressing disinfor-

mation and bots. In his congressional testimony, Zuckerberg outlined a number 
of internal regulations that Facebook is implementing. For example, Facebook 
now requires all political advertisements to be associated with Facebook pages 
describing their funders and advertising history. Zuckerberg and other social media 
leaders have expressed support for the Honest Ads Act, a bill aimed at extending 
regulations for political advertising on television and radio to social media.33 If 
passed, the Honest Ads Act would require all political advertising on major social-
media companies to disclose the identity of their funder, as well as information 
about their target audience and money spent on the campaign. The Honest Ads 
Act would also increase the strength of regulations protecting against foreign 
investment in domestic electioneering. 

While the move toward federal regulation holds promise, current efforts will 
still leave many issues to internal regulation, providing leeway for companies to 
safeguard their interests. Facebook has developed a plan to control fake news by 
downvoting suspicious content. These regulations are led by Katie Harbath, a 
former Republican digital strategist and current director of Facebook’s global gov-
ernment and politics team. Harbath’s philosophy taps into what Ferguson calls the 
“False Prophecy” of social media, which is the belief that by increasing the size and 
activity of online social networks, a collective intelligence effect will emerge that 
will filter out the truthful content from the fake and malicious content.34 Twitter 
co-founder Evan Williams has expressed similar hopes: “I thought once everyone 
could speak freely and exchange information and ideas, the world is automatically 
going to be a better place.”35

In fact, Facebook directly embeds employees in political campaigns around 
the world.36 In the US, the unit embedded employees in Trump’s campaign; the 
Clinton campaign denied the request. In India, the company built the online repu-
tation of Prime Minister Narendra Modi, who has more Facebook followers than 
any other leader in the world. In the Philippines, this team trained the campaign 
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of Rodrigo Duterte. And in Germany, it helped the anti-immigrant Alternative for 
Germany Party (AfD) win its first Bundestag seat. Investigative journalists argue: 
“Politicians running for office can be lucrative ad buyers”. Here the paradox of 
incentives becomes clear: the same team tasked with defending against disinforma-
tion is also training political actors on how to use their platform for propaganda.

In How Propaganda Works, philosopher Jason Stanley explains that a common 
technique is for an organization to profess a philosophy that, in practice, is the 
opposite of its political actions.37 This strategy is most effective, Stanley main-
tains, when the hypocrisy is not apparent even to the propagandist. The liberal 
philosophy of social-media platforms recreates this pattern. Hwang38 suggests 
that social-media companies have incentives to sustain, and even encourage, the 
spread of fake news on their platform because click-bait and inflammatory content 
circulates much faster and for much longer, thereby increasing user activity.39 At 
present, the public is limited in its ability to determine whether Facebook’s policy 
decisions are motivated by liberal ideals or corporate interests.

Conclusion
The solution to disinformation will require a delicate balance of external and 

internal regulation. Some of the greatest challenges concern how the technologies 
and actors involved are defined in the legal context.40 The Honest Ads Act contains 
crucial ambiguities that may undermine it. For instance, the authors designed 
the bill to apply only to social-media companies with more than 50 million U.S. 
visitors every month. However, a common disinformation tactic employed during 
the 2016 U.S. election involved the use of advertisements and fake user content to 
lure people onto small blogging websites and discussion forums where they were 
exposed to more extreme content.41 Under the Honest Ads Act, media content on 
smaller, more niche websites would fall outside the scope of regulation even though 
they are equally a part of the media ecosystem. This is demonstrated by a recent 
case where a fake news story produced by trolls on 4chan was shared by Google 
News and subsequently linked via Facebook’s crisis response page.42

Researchers have called into question the extent to which the Honest Ads Act 
can be applied to major social-media companies, given that social-media companies 
have yet to be categorized as media providers under key regulations like Section 
230 of the Communications Decency Act. Any narrative that draws attention away 
from the systemic effects of digital marketing on disinformation is likely to lead to 
misunderstandings of social-media technology and the development of inadequate 
policies to regulate it.

Douglas Guilbeault is a Ph.D. Candidate in the Annenberg School for Communication at 
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