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ABSTRACT

Peer-to-Peer lending platforms may lead to cost reduction, and to an improved user experi-
ence. These improvements may come at the price of inaccurate credit risk measurements,
which can hamper lenders and endanger the stability of a financial system. In the article,
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we propose how to improve credit risk accuracy of peer to peer platforms and, specifically,
of those who lend to small and medium enterprises. To achieve this goal, we propose to
augment traditional credit scoring methods with “alternative data” that consist of centrality
measures derived from similarity networks among borrowers, deduced from their financial
ratios. Our empirical findings suggest that the proposed approach improves predictive

accuracy as well as model explainability.

Introduction

In the recent years, the emergence of financial technol-
ogies (fintechs) has redefined the roles of traditional
intermediaries and has introduced many opportunities
for consumers and investors. Here we focus on peer-to-
peer (P2P) online lending platforms, which allow pri-
vate individuals to directly make small and unsecured
loans to private borrowers. The recent growth of peer
to peer lending is due to several “push” factors. First,
when compared to classical banks, P2P platforms have
much lower intermediation costs. Second, the evolution
of big data analytics enables them to provide banking
services that can improve personalization and, there-
fore, user experience. A third push factor is the pres-
ence of favorable, or absent, regulation. For instance,
the European Payment Service Directive (PSD2) which
is going to disclose bank clients’ account information,
previously reserved to banks, also to fintechs, through
application payment interfaces that take consumer’s
consent and ethics into account.

P2P lending business models vary in scope and
structure: a comprehensive review is provided by
Claessens et al. (2018). Here we specifically refer to
the platforms that enable lending to small and
medium enterprises (SME), as in the paper by Giudici
and Hadji-Misheva (2017).

A key point of interest to assess the sustainability
of P2P business lenders is to evaluate the accuracy of
the credit risk measurements they assign to the bor-
rowers. While both classic banks and P2P platforms
rely on credit scoring models for the purpose of esti-
mating the credit risk of their loans, the incentive for
model accuracy may differ significantly. In a bank, the
assessment of credit risk of the loans is conducted by
the financial institution itself which, being the actual
entity that assumes the risk, is interested to have the
most accurate possible model. In a P2P lending plat-
form, credit risk of the loans is determined by the
platform but the risk is fully borne by the lender. In
other words, P2P lenders allow for direct matching
between borrowers and lenders, without the loans
being held on the intermediary’s balance sheet (Milne
and Parboteeah 2016).

From a different perspective, while in classical
banking a financial institution chooses its optimal
tradeoff between risks and returns, subject to regula-
tory constraints, in P2P lending a platform maximizes
its returns, without taking care of the risks which are
borne by the lenders.

Another factor that penalizes the accuracy of P2P
credit scoring models is that they often do not have
access to borrowers’ data usually employed by banks,

CONTACT Paolo Giudici @ paolo.giudici@unipv.it @ Department of Economics and Management, University of Pavia, Via San Felice 7, 27100 Pavia, Italy
This article was presented at the seventh Stu Hunter Research Conference in Induno Olana, Italy, February 2019.

© 2019 The Author(s). Published with license by Taylor and Francis Group, LLC

This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives License (http://creativecommons.org/licenses/by-
nc-nd/4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly cited, and is not altered, transformed,

or built upon in any way.


http://crossmark.crossref.org/dialog/?doi=10.1080/08982112.2019.1655159&domain=pdf&date_stamp=2020-11-24
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1080/08982112.2019.1655159
http://www.tandfonline.com

200 @ P. GIUDICI ET AL.

such as account transaction data, financial data and
credit bureau data.

For these reasons, the accuracy of credit risk esti-
mates provided by P2P lenders may be poor.
However, P2P platforms operate as social networks,
which involve their users and, in particular, the bor-
rowers, in a continuous networking activity. Data
from such activity can be leveraged not only for com-
mercial purposes, as it is customarily done, but also to
improve credit risk accuracy.

We believe that the usage of “alternative” data, con-
sisting of networking information, can offset the men-
tioned disadvantages and can improve credit risk
measurement accuracy of P2P lenders. From a regula-
tory viewpoint, this implies that P2P lenders should
not be penalized, with stringent rules, or with the
imposition of high capital buffers.

Classical banks have, over the years, segmented
their reference markets into specific territorial areas
and business activities, increasing the accuracy of their
ratings but, on the other hand, increasing concentra-
tion risks. Classical banks automatically receive data
that concern the transaction of each company with
the bank and can easily obtain further information
about the financial situation and the payment history
of each company.

Differently, P2P platforms are based on a
“universal” banking model, fully inclusive, without
space and business type limitations, that benefits from
diversification. P2P platforms automatically receive
data from the participants in the platforms, that con-
cern transactions and/or relationships of each com-
pany not just with the platform but also with each
other. Provided that enough companies populate the
platform, the resulting networking data are richer
than the that of banks as it contains more informa-
tion. In particular, it contains data about how compa-
nies interact with each other, in terms of payments,
demand and supply chains, control and governance.

The latter information can be used for the purpose
of creating a network model which can quantify how
borrowers are interconnected with each other. A
model that can be employed to improve loan default
predictions.

Our aim is to build a network model from the pub-
licly available platform data. A model that can be
applied by regulators and supervisors and, more gen-
erally, for the external evaluation of the credit risk
generated by a P2P lender.

To achieve this goal, we inevitably face the problem
that, typically, networking data are available internally
to the platform but not externally. This also because,

differently from the traditional baking sector, the fin-
tech sector is still largely unregulated.

To overcome this issue, one approach is building
correlation networks based on the pairwise correla-
tions that can be deduced from the time series of pub-
licly available balance sheets of SMEs, possibly
standardized according to common accounting stand-
ards. Correlation network models have indeed proven
to be effective, even in the interbank lending context,
where actual network data are usually available (see
e.g., Brunetti et al. 2015; Giudici, Sarlin, and Spelta
2017) and, for this reason, we rely on them.

Correlation network models can combine the rich
structure of financial networks (see, e.g., Battiston
et al. 2012; Lorenz, Battiston, and Schweitzer 2009;
Mantegna 1999) with a parsimonious approach based
on the dependence structure among market prices.
Important contributions in this framework are Billio
et al. (2012); Hautsch, Schaumburg, and Schienle
(2015), Ahelegbey, Billio, and Casarin (2016), Giudici
and Spelta (2016), and Giudici and Parisi (2018), who
propose measures of connectedness based on similar-
ities, Granger—causality tests, variance decompositions
and partial correlations between market
price variables.

Our model extends the above approaches, as it
employs: i) centrality measures obtained from the
similarity networks that emerge between SME compa-
nies and ii) a dependency model, based on logistic
regression, that allows embedding network informa-
tion into an explainable logistic regression model that
is not just descriptive but also predictive.

To summarize, the main methodological contribu-
tions of this article are: i) a novel network model
between economic entities (borrowers) using financial
variables, rather than market prices; ii) the insertion
of summary information on how SMEs are connected
to each other in the scoring models, making
them predictive.

Our empirical findings show that the proposed
scoring model, enhanced by similarity networks, con-
siderably improves the predictive accuracy of credit
scoring model, and it helps its explainability, even to
non-technical experts.

We remark that our work is related to two main
other recent research streams. First, some authors
have carried out investigations on the accuracy of
credit scoring models of P2P platforms. We improve
these contributions with a more formal statistical test-
ing procedure and, furthermore, with the extension to
SME lending. Second, our network models relate to a
recent and fast expanding line of research which



focuses on the application of network analysis tools,
for the purpose of understanding flows in financial
markets, as in the papers of Allen and Gale (2000),
Leitner (2005) and Giudici and Spelta (2016). We
improve these contributions, extending them to the
P2P context and linking network models, that are
often merely descriptive, with logistic regression mod-
els, thus providing a predictive framework.

The article is organized as follows. Section 2
explains the methodology we propose, to achieve the
stated research goals, Section 3 presents the data we
have considered, whereas Section 4 presents the
results obtained applying the developed methods to
the data. We conclude with a final discussion.

Methodology
Scoring models

The most popular statistical model to estimate the
probability of default of a borrower is the logistic
regression. In the context of P2P lending, logistic
regression has been used by Barrios, Andreeva, and
Ansell (2014), Emekter et al. (2015) and Serrano-
Cinca et al. These authors classify P2P borrowers in
two groups, characterized by a different history of
payments of the loans that were funded through the
platform: 0=active (all loans have been paid on
time); 1 =default (at least one loan has not been paid
on time).

A logistic regression model estimates the probabil-
ity that a borrower defaults, using data on a set of
borrower specific variables. More formally:

pi _ )
ln(1 —Pi> = o+ ]Zﬁjx,],

where, for each borrower i = (1,...,I): p; is the prob-

ability of default; x; = (xi1, ..., Xjj» ..., Xi7) is a vector of
borrower-specific explanatory variables; the intercept
parameter o, and the regression coefficients f3;, for
j=1,..,], are unknown, and need to be estimated
from the available data.

From the previous expression the probability of
default of each borrower can be obtained as:

1

i 1+ eHZjﬁfx"f’

the credit score of i, whose default status will be pre-
dicted to be 1 or 0 depending on whether p; exceeds
or not a set threshold 0. Common choices for the
threshold are 6 = .5 or 8 = d/I, with d the observed
number of defaults.
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The previous model, once estimated on a training
sample, can be used to predict the probability of
default of a new loan, so that lenders can decide
whether to invest on it, or not. This decision crucially
depends on the accuracy of the prediction which, in
turn, depends on the validity of the employed model.

As discussed in the introduction, peer to peer lend-
ing platforms may underestimate the probability of
default of a loan, because of a high set threshold or
because of a lack of explanatory variables data. While
the choice of a threshold remains a subjective deci-
sion, the improvement of the explanatory variables
can be achieved exploiting borrowers’ networking
data. We believe that incorporating network informa-
tion into a credit scoring model could improve default
predictive accuracy. This requires building an appro-
priate network analysis model.

Network models

Network analysis models have become increasingly
recognized as a powerful methodology for investigat-
ing and modeling interactions between economic
agents (Minoiu and Reyes 2010). In particular, correl-
ation network models, that rely on correlations
between the units of analysis (borrowers, in our con-
text), according to a given set of statistical variables,
have been proposed by Giudici, Sarlin, and Spelta
(2017), in the context of interbank lending. The
authors compare correlation networks with “physical”
networks, based on actual transactions, and show that
they can achieve comparable predictive performances.

Mathematically, correlation network models are
related to graphical models. A graphical model can be
defined by a graph G = (V,)V) where V is a set of
vertices (nodes) and W =V x V is a set of weights
(links) between all the vertices.

In a graphical Markov model (see e.g., Lauritzen
1996) the weight set specializes to an edge set E, that
describes whether any pair of vertices (i, j) is connected
(i,j) € E or not (i,j) € E. A graphical Markov model
can be fully specified by an adjacency matrix, A. The
adjacency matrix A of a vertex set V is the I x I matrix
whose entries are a; = 1 if (i.f) € E, and 0 otherwise.

From a statistical viewpoint, each vertex v € V in a
graphical Markov model can be associated with a ran-
dom variable X,. When the vector of random varia-
bles (X,,v€ V) follows a multivariate Gaussian
distribution, the model becomes a graphical Gaussian
model, characterized by a correlation matrix R which
can be used to derive the adjacency matrix. This
because the following equivalence holds:
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(b)) £ E<= (R™); =0,

which states that a missing edge between vertex i and
vertex j in the graph is equivalent to the partial correl-
ation between variables X; and X; being equal to zero.

Building on the previous equivalence, a graphical
Gaussian model is able to learn from the data the
structure of a graph (the adjacency matrix) and, there-
fore, the dependence structure between the associated
random variables. In particular, an edge can be
retained in the model iff the corresponding partial
correlation is significantly different from zero.

In a network analysis model (see e.g., Barabasi
2016), the set W is a set of weights, which usually
connect each variable with all others. In other words,
the graph is fully connected.

From a statistical viewpoint, each vertex v € V in a
network analysis model is associated with a statistical
unit, and each weight describes an observed relation-
ship between a pair of units, such as a quantity of
goods or a financial amount. While the adjacency
matrix in a graphical Markov models is symmetric,
the weight matrix does not need to be so. For
instance, in interbank lending, which is one of the
main application of network analysis to the financial
domain, the weights are financial transactions, with
w;; indicating how much i lends to j and wj; indicating
how much j lends to i. The aim of a network analysis
model is not to learn from the data the structure of a
graph but, rather, to summarize a complex structure,
described by a graph, in terms of summary measures,
or topological properties.

A correlation network model (see e.g., Giudici,
Sarlin, and Spelta 2017; Mantegna 1999) is a network
analysis model for which the weights are not directly
observed, but are calculated as correlations between
the observed values of a given random vector X,,
(1, ...,N), for each pair of statistical units.

Note that correlation network models are similar to
graphical Markov models, as they are based on statis-
tical relationships between variables. However, differ-
ently from graphical Markov models, (and similarly to
network analysis models) they relate units, rather than
variables, and they are based on correlations, rather
than on partial correlations.

Note also that correlation networks are different
from financial networks, the network analysis models
typically considered in the financial literature (see e.g.,
Battiston et al. 2012). Financial networks are based on
data that describe the actual financial flows between
each pair of borrowers, in a given time period. If this
information is available we could use them as weights,
directly. However, this is an approach that we cannot

follow when the transactions between borrowers are
not available or, even when they are, when they lead
to a sparse weight matrix. In addition, Giudici, Sarlin,
and Spelta (2017) showed, in the context of inter-
national banking, that, even when available and not
sparse, financial networks can be matched, or even
improved, in terms of predictive performance, by cor-
relation networks.

In the peer to peer lending context, each vertex of
a correlation network corresponds to a borrower com-
pany; while each edge represents a correlation (a dis-
tance) between any two companies.

More precisely, suppose we have financial informa-
tion about the borrowing companies collected in a
vector X,, extracted from the financial ratios of
companies in a given year. We follow the convention
of credit scoring models and consider the financial
ratios of the year that precedes the observation of
whether a company defaults or not.

We can define a metric that provides the relative
distance between any two companies by applying the
standardized Euclidean distance between each pair
(xi, xj) of institutions feature vectors. More formally,
we define the pairwise distance d;; as:

dij = (xi—x)A" (x—x;)’ (1]

where A is a diagonal matrix whose i-th diagonal
element is 7, being S the vector of standard devi-
ation. Namely, each coordinate difference between
pairs of vectors (x;—X;) is scaled by dividing by the
corresponding element of the standard deviation.
The distances can be embedded into a N x N dis-
similarity matrix D such that the closer the compa-
nies i, j features are in the Euclidean space, the
lower the entry d; ;. In other words, the stronger the
similarity (i.e., the force that connects two compa-
nies’ characteristic vectors), the weaker the link con-
necting the institutions. Pairs of companies that are
dissimilar receive higher weights since they are
placed far away from each other, while values
approaching zero are assigned to pairs with highly
similar characteristics.

Although D can be informative about the distribu-
tion of the distances between the companies, the fully-
connected nature of this set does not help to find out
whether there exist dominant patterns of similarities
between institutions. Therefore the extraction of such
patterns demands a representation of the system
where sparseness replaces completeness in a suitable
way. To accomplish this purpose we can follow the
Minimal Spanning Tree (MST) approach introduced
by Mantegna (1999).



To find out the MST representation of the system
we use the Prim algorithm where we start with any
single node and we add new nodes one by one to the
tree so that at each step, the node closes to the nodes
includes so far, is added.

Network centralities

Understanding the structure of a correlation network,
and in particular determining which nodes act as
hubs or as authorities, is key to understand the origin
of companies failures and to inform policymakers on
how to prepare and recover from adverse shocks hit-
ting an economic system.

The research in network theory has dedicated a
huge effort to developing measures of interconnected-
ness, related to the detection of the most important
players in a network. The idea of centrality was ini-
tially proposed in the context of social systems, where
a relation between the location of a subject in the
social network and its influence on group processes
was assumed. Various measures of centrality have
been proposed in network theory, including local
measures, such as the degree centrality, which counts
the number of neighbors of a node; or measures based
on the global spectral properties of the graph. The lat-
ter include the eigenvector centrality (Bonacich 2007),
Katz centrality (Katz 1953), PageRank (Brin and Page
1998), hub and authority centralities (Kleinberg 1999).
These measures are feedback centrality measures and
provide information on the position of each node
relative to all other nodes.

For our purposes we employ both families of cen-
trality measures. In particular, for each node we com-
pute the degree and strength centrality together with
the PagePank centrality.

The degree k; of a vertex i with (i = 1,...,N) is the
number of edges incident to it. More formally, let the
binary representation of a network be D such that:

A { 1 if d;>0

Y771 0 otherwise

then, the degree a vertex i is:
N A
k=) _Dj. [2]
=1

Similarly, the strength centrality measures the aver-
age distance of a node with respect to its neighbors.
Formally the strength of vertex i is:

N
j=1
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The previous centrality measures provide no infor-
mation about the higher order similarities among
institutions: no information is provided about the way
in which these similarities compound each other
affecting the overall system.

The PageRank centrality, on the other hand, meas-
ures the importance of a node in a network by assign-
ing relative scores to all nodes in the network, based
on the principle that connections to few high scoring
nodes contribute more to the score of the node in
question than equal connections to low scoring nodes.

Suppose that each unit of input in the system
moves according to a Markov process defined by an
N x N transition probability matrix p = [p];. Under a
regularity condition (ergodicity of p), there exists a
real, positive vector m;, = [%;,];,i = 1,...,N such that
Ty = pliy and > m;,(i) = 1. This is the PageRank
vector. When p is not ergodic, one typically assumes
that with some small probabilities a unity of input
moves from any i to any j, so m;, exists. The input
PageRank is formally defined as:

iy = e(D® + fd, ,)m;, + (1 — &)f (4]

The parameter ¢ € (0,1) is a dumping parameter
that determines the relative importance of the matrix
(D® + fd, ,) and the teleportation distribution f. D is
the adjacency matrix of the MST representation of the

network and ® is a diagonal matrix with elements

D; :min(ﬁmJ). The second component is fd) ,
where d,,; is a column vector with elements d,,;; = 1
if kou,; = 0 and otherwise 0. The vector d,,, identifies
those individuals that have no outgoing links and
avoids that the random walker “gets stuck” on a dead-
end node. Furthermore, not all nodes in the network
are necessarily directly connected to one another.
Therefore, the PageRank is adjusted again so that with
probability (1 —¢) the walker is allowed to jump to
any other node in the network according to f. This is
the reason why the vector f is called the teleportation
distribution.

Note that, in our networks that are based on dis-
tances between objects, the higher the centrality meas-
ures associated to a node, the more the node is
dissimilar with respect to its peers (or with respect to
all other nodes in the network).

Network based scoring models

The final part of our model specification is to embed
the obtained centrality measures, one for each meas-
urement, into a predictive model. We propose to
incorporate network measures in the logistic
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regression context, taking the multi-layer dimension
into account through an additive linear component.
More formally, our proposed network-based scoring
model takes the following form:

ln<1 I_)ipA) =0+ D B+ ) vigie
1 ] k

where p; is the probability of default, for borrower i
Xi = (Xi15 .. Xij» ., Xj7) is @ vector of borrower-specific
explanatory variables, g; is the kth degree centrality
measure for borrower i; the intercept parameter a and
the regression coefficients f; and y, for j=1,...,J
and k=1,...,K are to be estimated from the avail-
able data.

It follows that the probability of default can be
obtained as:

1
T S ST

We expect that by “augmenting” a logistic regression
credit scoring model, by means of the proposed cen-
trality = measures, its predictive  performance
will improve.

Assessing model performance

Credit risk models aim at distinguishing between vul-
nerable (defaulted) and sound (active) institutions.
For assessing whether the inclusion of network topo-
logical measures underlying relevant patterns of simi-
larities between credit institutions has an ex-ante
forecasting capability for predicting default events we
rely on standard measures from classification and
machine learning literature.

For evaluating the performance of each model, we
employ, as a reference measure, the indicator y € {0,1}
that is a binary variable which takes value one whenever
the institutions has defaulted on its loans and value
zero otherwise. For detecting default events represented
in y, we need a continuous measurement p € [0, 1] to be
turned into a binary prediction B assuming value one if
p exceeds a specified threshold 7 € [0, 1] and value zero
otherwise. For a given threhsold, the correspondence
between the prediction B and the ideal leading indicator
7y can be summarized in a so-called contingency matrix,
as described in Figure 1.

The calculation of the contingency matrix, under
different threshold levels, can illustrate the perform-
ance capabilities of a binary classifier system. The
receiver operating characteristic (ROC) curve plots the
false positive rate (FPR) against the true positive rate
(TPR), varying the threshold levels, as follows:

Actual Class
Defaulted Non-Defaulted

False alarm
Fualse Positive
(FP)

Correct call
True Positive
(TP)

Defaulted

Correct silence
True Negative
(TN)

Missed crisis
False Negative
(FN)

Non-Defaulted

Predicted Class

Figure 1. Contingency matrix. The figure reports the four pos-
sible cases for default signaling. The rows of the contingency
matrix correspond to the true class and the columns corres-
pond to the predicted class. Diagonal and off-diagonal cells
correspond to correctly and incorrectly classified observations,
respectively.

Fp TP

FPR=———TPR= ——
FP+ TN TP + FN

(5]
The precision recall (PR) curve instead plots the preci-
sion (P) versus the recall (R), varying the threshold
levels, as follows:

TP TP

TP + FP TP + FN (6]

While the previous measures take into account dif-
ferences in the error types, further summaries can be
calculated, such as the accuracy ratio. The accuracy of
each model can be computed as:

TP+ TN

ACC = 7
TP+ TN + FP + FN 7]

and it characterizes the proportion of true results
(both true positives and true negatives) among the
total number of cases under examination.

Data

In this Section we describe the data set employed in
our analysis and the necessary pre-processing stage.

We consider data supplied by Modefinance, a
European Credit Assessment Institution (ECAI) that
specializes in credit scoring for P2P platforms focused
on SME commercial lending. Specifically, the analysis
relies on a dataset composed of financial information
(financial ratios calculated on balance sheets of the com-
panies) on 9981 SMEs, mostly based in Southern
Europe. Table 1 provides the summary statistics of the
financial ratios contained in the original dataset
obtained by modefinance.



Table 1. Summary statistics of the original dataset.

QUALITY ENGINEERING (%) 205

Statistic N Mean St. Dev. Min Pctl (25) Pctl (75) Max
leverage_ratio 9,981 16.095 321.687 —5,249.217 1.111 10.568 25,798.100
total_asset_total_liab 9,981 2137 27.787 0.002 1.057 1.532 2,598.092
current_ratio 9,981 4.381 207.257 0.001 0.959 1.796 20,514.310
quick_ratio 9,981 2.557 64.654 0.001 0.658 1.478 5,826.812
ROI 9,981 —7.012 195.250 —15,710.820 —0.405 3.528 472135
ROE 9,981 7.119 462.523 —28,549.680 0.552 27.422 18,679.840
asset_turnover 9,981 1.303 1.540 —8.754 0.731 1.618 95.309
ROS 9,981 —35.312 1,652.441 —145,591.500 0.006 0.062 261.815
debt_coversion_ratio 9,981 39.608 5,382.764 —293,161.000 0.000 0.052 294,258.000
debt_ratio 9,981 0.995 5.597 0.0004 0.653 0.946 452.066
ROCE 9,981 12.998 1,099.395 —1,698.160 0.020 0.459 107,973.000

Note. For each balance sheet ratio we report the observed average (Mean)
and 75-th percentiles (Pctl) and the maximum (Max).

Table 2. Summary statistics the transformed dataset.

along with the standard deviation (St. Dev.), the minimum (Min), the 25-th

Statistic N Mean St. Dev. Min Pctl (25) Pctl (75) Max

leverage_ratio 7,033 8.475 10.482 —17.685 1.932 11.091 57.602
total_asset_total_liab 7,033 1.384 0.486 0.547 1.083 1.482 3.976
current_ratio 7,033 1.473 0.793 0.032 1.001 1.707 5.509
quick_ratio 7,033 1.157 0.745 0.002 0.686 1.379 4970
ROI 7,033 1.600 4.799 —36.778 0.111 3.135 20.017
ROE 7,033 10.533 25.376 —103.360 0.802 19.717 142.834
asset_turnover 7,033 1.261 0.655 0.0001 0.790 1.603 4.043
ROS 7,033 0.035 0.062 —0.457 0.015 0.058 0.257
debt_coversion_ratio 7,033 0.103 0.386 —1.109 0.000 0.058 2912
debt_ratio 7,033 0.784 0.189 0.251 0.675 0.924 1.830
ROCE 7,033 0.309 0.499 —1.729 0.059 0414 2.934

Note. For each balance sheet ratio we report the observed average (Mean)
and 75-th percentiles (Pctl) and the maximum (Max).

From Table 1 it is evident that the majority of the
observed ratios show a presence of observations that
lie at a large distance from the mean, which can be
considered as outliers. Since a large presence of out-
liers can alter the results of regression models, we opt
for removing data points greater than the 95th per-
centile and smaller than the 5th percentile. Table 2
provides the summary statistics of the result-
ing dataset.

From Table 2, note that most variables are on a
similar scale. From a financial viewpoint, they repre-
sent different financial aspects of a company, as
reported in the annual balance sheet, including infor-
mation on the company financial exposure (leverage
ratio, debt ratio), operational efficiency (ROI and
ROE) and market power (asset turnover)

As a complementary note on the available data, we
remark that many of the companies included in the sam-
ple are small and medium enterprises with less than 20
employees and a strong focus on manufacturing.

We finally point out that the proportion of compa-
nies in the sample that default in the year 2016 (one
year after the reported financial information) is 2.9%,
indicating a highly unbalanced sample, which makes
statistical learning and predictive accuracy a quite
challenging task.

along with the standard deviation (St. Dev.), the minimum (Min), the 25-th

Empirical findings

This Section is devoted to show the results of the ana-
lysis. First we report the similarity network obtained
applying the methodology described in Section 2 to
the data summarized in Table 2.

Figure 2 shows the minimal spanning tree repre-
sentation of the borrowing companies network. Nodes
are colored according to the financial soundness of
the 7,033 considered companies, with red nodes repre-
senting defaulted companies and green nodes repre-
senting non-defaulted (active) ones.

From Figure 2 note how defaulted institutions
(marked in red) cluster with each other. This suggest
that the topology of the network can be a relevant dis-
criminator between different risk classes.

To better understand, and make more explainable,
the network representation in Figure 2, we focus on
three of the 11 considered financial variables: the asset
turnover, indicating the market performance; the
return on equity, indicating operational efficiency; and
the leverage ration, indicating the level of financial
sustainability of each company. All plots are based on
the same sample, corresponding to about 10% of the
considered companies.

Figure 3 shows the similarity network obtained
using only the asset turnover to calculate correlations
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MST representation of the borrowing companies networks

Figure 2. Minimal spanning tree representation of the borrow-
ing companies networks. The tree has been obtained by using
the Euclidean distance between companies, based on the
available 11 financial ratios institutions features and the Prim
algorithm. Nodes are colored according to their financial
soundness, red nodes represent defaulted institutions while
green nodes are associated with active companies. Notice how
defaulted institutions strongly occupy certain specific commun-
ities not being equally distributed among the networks.

and, therefore, distances. In the figure, nodes are col-
ored based on their status, with red indicating compa-
nies that have defaulted in the considered period, and
green still active companies. The nodes are not equal
but, rather, have a size proportional to their degree
centrality, with bigger nodes indicating more con-
nected ones. Edges are instead colored according to
the sign of the found correlation: green for a positive
correlation, and red for a negative correlation.

Figure 3 indicates that many companies are central
and that, among them, there are both defaulted and
not defaulted companies. This indicates the presence
of a potential contagion effect, in terms of credit risk.

The graph also indicates that both negative and posi-
tive correlations arise. This indicates that the asset turn-
over ratio emphasizes mainly “similarities” between
companies, expressed by positive edges, rather than dis-
similarities, expressed by negative edges.

From an economic viewpoint, a positive edge
between two companies indicates that their two rela-
tive sales volumes move together: they are comple-
mentary to each other so that when one fails the
other is damaged too; a negative edge indicates
instead that they are competing on the market so that,
when one fails, the other gets the corresponding mar-
ket share. The figure indicates that, in the considered
data, complementarity prevails, and this reinforces the
found presence of a contagion effect.

Figure 4. Correlation network based on the leverage.

Figure 4 shows the network obtained using the
leverage ratio to calculate correlations. The figure is
based on the same assumptions as in Figure 3.

Figure 4 indicates that the central companies are
much less than before and that most of them are
good companies. In addition, the few that can be
visualized appear to have a small centrality. This indi-
cates a lower impact of contagion, through the lever-
age channel, than it was for the asset turnover. The



Figure 5. Correlation network based on the return on equity.
Number of nodes = 226.

finding can be an indication of the idiosyncratic
nature of the leverage ratio, which leads to low corre-
lations between defaulted and active companies.
Conversely, what observed in Figure 3 for the asset
turnover are high correlations between bad and good
companies, which suggest the existence of a common
systematic driver (such as the economic cycle), whose
behavior induces correlations between all companies.
We also consider the similarity network model that
emerges using the correlations between companies cal-
culated in terms of the return on equity indicator
over the considered period. Figure 5 presents the cor-

responding representation, maintaining the same
assumptions as before.
Looking at Figure 5, the similarity network

obtained using the return on equity indicator shows a
low number of central nodes and a limited presence
of defaulted companies. These findings point towards
the idiosyncratic nature of the return on equity indi-
cator, which appears company specific, rather than
driven by a systematic driver, consistently with the
economic intuition.

To summarize, the analysis of specific balance sheet
ratios, that we retain representative of the main finan-
cial aspect of a company: market power (asset turn-
over), indebtness (leverage) and operational efficiency
(ROE) reveal that the similarities in Figure 2 are most
likely due to the companies sharing similar markets,
rather than to their specific financial and/or
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Figure 6. Centrality measure distributions. The panels repre-
sent the distribution of the centrality measures separated
according to the defaulted indicator 7, together with the corre-
sponding power-law coefficient estimate. In the left panels, we
represent the degree distributions, the central panels refer to
the strength distributions while the right panels encompass
the PageRank distributions. The different values of the scaling
coefficients related to the distributions of defaulted and active
institutions suggest their potential value for discriminating
between such companies.

operational management. This is indeed in line with
the economic intuition, particularly in times of eco-
nomic downturns as the considered one.

We now move to the calculation of the centrality
measures, for the similarity network obtained in
Figure 2.

Figure 6 shows the log-log plot of the cumulative
distribution function and maximum likelihood power-
law fit for the centrality measures employed in the
analysis: degree, strength and PageRank. In the figure
we separate the cumulative distributions of such
measures, between the defaulted and the non-
defaulted institutions.

From Figure 6 note that, for all the considered cen-
trality measures, we observe different scaling of the
power-law exponents for institutions belonging to the
defaulted set and for the sound ones. This suggests that
the centrality measures that account for nodes’ import-
ance are useful variables for discriminating between com-
panies, and will likely improve credit scoring models.

To assess whether network centrality measures,
embedded in network based scoring models, do
improve standard models, we now compare the results
obtained from different logistic regression models.

More precisely, Table 3 contains the estimates
obtained applying three different types of logistic
regression models: a logistic regression model with all
explanatory variables; a logistic regression model with
only the explanatory variables selected through a step-
wise procedure (based on thresholding the deviance
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Table 3. Estimation results.

Dependent variable

Status

M

@)

3)

leverage_ratio
total_asset_total_liab
current_ratio
quick_ratio

ROI

ROE

asset_turnover

ROS
debt_coversion_ratio
debt_ratio

ROCE

degree_mst
strenght_mst
pr_mst

Constant
Observations

Log Likelihood
Akaike Inf. Crit.

—0.048%** (0.012)
0.943%** (0.358)
—0.820** (0.322)
0.948%** (0.320)
—0.011 (0.022)
—0.005* (0.003)
—0.392** (0.166)
—6.792*** (1.359)
—0.049 (0.283)
3.847*** (0.836)
—0.012 (0.250)

—6.933%** (1.122)
4,924
—541.995
1,107.991

—0.041*** (0.011)
0.871** (0.358)
—0.802** (0.321)
0.934*** (0.320)
—0.014 (0.020)

—0.427*** (0.165)
—7.032%** (1.326)

3.467*** (0.835)

—6.573%** (1.128)
4,924
—543.455
1,104.911

0.001 (0.010)
—0.767*(0.454)
—0.847*** (0.313)
0.472 (0.330)
—0.014 (0.018)

—0.620%** (0.162)
—0.675 (1.245)

—0.573 (0.938)

—1.567*** (0.276)
1.474%** (0.100)
—2,358.950 (5,601.062)
—0.457 (1.450)
4,924
—387.592
799.184

Notes. (1) Logit regression with all variables; (2) Logit regression with stepwise selection of variables; (3) Logit regression with stepwise selection of varia-
bles and network parameters (estimated on the MST network).
*p < 0.1; ¥¥p < 0.05; ***p < 0.01.
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Figure 7. Model comparison. The panels represent the comparison of the predictive performance of the three models considered
taking into account the receiver operating characteristic curve for all three trained classifiers. Specifically, we represent the predict-
ive performance of: (i) the logit classifier taking into account all available variables (black line), (ii) the logit classifier taking into
account variables obtained through a stepwise selection and (iii) logit classifier taking into account variables obtained through a
stepwise selection and the network parameters obtained from the MST representation of borrower companies.

test p-value at 0.05); a logistic regression model with From Table 3 note that in the regression output of
the variables selected by the previous stepwise proced-  Model (1) which includes all available financial ratios,
ure and the three considered centrality variables:  eight variables are found statistically significant; most of
degree, strength and page rank. them are in line with the expected sign of dependence.
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Precision-Recall Curve Comparison
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Figure 8. Precision Recall (PR) curves for the baseline credit risk models and for the network-augmented models. In the panel,
similarly as in Figure 4, the blue line represents the precision-recall curve for the logit regression with all variables; the black line
represents the precision-recall curve for the logistic regression with variables selected through step-wise and the red line repre-

sents the precision-recall for the network augmented regression.

In particular, the asset turnover reports a negative sign,
suggesting that companies stronger on the market are
less likely to default. This is consistent with the results
in Figure 3. This remains consistent across the two add-
itional models we consider, that is, the step-wise selec-
tion and the network-augmented model. The estimated
coefficient for the current ratio is highly statistically sig-
nificant and has the expected negative sign, suggesting
that companies with higher liquidity are less like to
enter default. The debt and debt conversion ratios also
report the expected sign and are found to be significant
predictors of the SMEs” probability of default. The lever-
age ratio reports an ambiguous sign for Model (1) and
(2) whereas in the network-augmented specification,
Model (3) is found not statistically significant. This con-
sistently with what observed in Figure 4. Similar results
are obtained for the ROE profitability indicator.

Looking at the network measures included in Model
(3), we find both the degree and strength centrality to
be statistically significant predictors of SMEs’ probability
of default. In the context of the degree centrality, the
finding indicates that the higher the number of con-
nected companies, the lower the probability a company
defaults. This is likely because it can “spread” its risk on
more counterparts. On the other hand, the effect of the

strength centrality counterbalances this effect, showing
the presence of the complementarity contagion effect
described before: companies with a high strength degree
operate in complementary markets to many other com-
panies and, therefore, are more affected by economic
downturns, through contagion from the others.

To compare the three models in terms of their pre-
dictive accuracy, Figure 6 reports the Receiver
Operating Characteristic for all three models.

Figure 6 shows that the network based logistic regres-
sion model brings substantial improvement of the pre-
dictive performance. The AUROC of the three models
are, respectively, equal to: 65.34, 65.39 and 90.89, show-
ing a considerable improvement in predictive accuracy
when network centralities are considered.

Figure 7 compares the models in terms of precision
and recall.

Figure 8 shows once more the superior perform-
ance of the network based logistic regression model.

The improvement in predictive performance deter-
mined by network models can also be appreciated
looking at the predictions of the alternative models
for 8 randomly selected companies in the test dataset,
4 known to be bad and 4 known to be good. The
results are reported in Table 4.
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Table 4. PD estimations of the three classifiers: (i) PD from
baseline logit with all variables, (ii) PD from baseline logit
with variables selected through step-wise, (iii) PD from net-
work-augmented model.

Company PD from BL PD from BL (step) PD from NAM  Status
Company A 0.171523 0.153451 0.895582 Defaulted
Company B 0.014322 0.01481 0.735145 Defaulted
Company C  0.116105 0.106103 0.887896 Defaulted
Company D 0.062864 0.058229 0.672447 Defaulted
Company E 0.014985 0.014741 0.008551 Active
Company F 0.447202 0.453344 0.263082 Active
Company G 0.327268 0.369632 0.131306 Active
Company H  0.471775 0.372646 0.098285 Active

From Table 4 note how the estimated PD of active
companies decreases, moving from the baseline to the
network based model. Conversely, the PD of defaulted
companies increases moving along the same direction.
This confirms, on real out-of-sample cases, the better
predictive accuracy of the proposed network
based models.

To summarize the results, it is quite clear that the
inclusion of topological variables describing institu-
tions centrality in similarity networks increases the
predictive performance the credit scoring model. In
addition, as our proposed model is, essentially, an
augmented logistic regression model, its explainability
remains high, differently to what occurs to many
machine learning and deep learning models.

Besides the named advantages, our proposed model
may have some drawbacks. First, the model is con-
strained by the simplified nature of similarity networks,
which assume the adjacency matrix to be non-negative,
thus inducing a mathematical asymmetry between posi-
tive and negative ties. The consequent summary meas-
ures, such as degree centrality, mean therefore something
inherently different than in an unweighted network. To
overcome this issue, more advanced network models
could be considered, such as that of Labianca and Brass
(2006), Stillman et al. (2017), Wilson et al. (2017) and
Desmarais and Cranmer (2012). Second, logistic regres-
sion models may not be satisfactory in the presence of
rare events or when more than one source of financial
data is available. To overcome this issue, more advanced
models can be employed, as shown in Giudici and
Bilotta (2004), Figini and Giudici (2011), and Calabrese
and Giudici (2015).

Conclusions

Peer-to-peer lending platforms, are becoming part of
the everyday life. They can increase financial inclusion
and user experience, but at the price of an increased

credit risks, amplified by systemic risks, due to the
high interconnectdness of Fintech platforms, which
increases contagion.

Despite the fact that both classic banks and peer-
to-peer platforms rely on credit scoring models for
estimating credit risk, incentives for optimizing the
model are different for peer-to-peer lending platforms
since they, differently from banks, do not internalize
credit risk that. Against this background, Fintech risk
management becomes a central point of interest for
regulators and supervisors, to protect consumers and
preserve financial stability.

In this article we have shown how to exploit alter-
native data, generated by the platform themselves, to
improve credit risk measurement. Specifically, we
have shown how similarity networks can be exploited
to increase the predictive performance of credit scor-
ing models. To summarize the topological information
contained in similarity networks we have calculated
centrality measures and included them in logistic
regression based scoring models. Our empirical results
have revealed that the inclusion of centrality parame-
ters can improve predictive accuracy. Furthermore,
the obtained networks can be a very useful and
“explainable” information of how risks are transmitted
along an economic system.

The proposed network based credit scoring models
can thus be usefully employed, not only by borrowers
and lenders, to evaluate the performance of the plat-
form, but also by regulators and supervisors to monitor
peer to peer lenders, protecting consumers and safe-
guarding financial stability.
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